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VARADHAN ESTIMATES FOR ROUGH DIFFERENTIAL EQUATIONS
DRIVEN BY FRACTIONAL BROWNIAN MOTIONS

FABRICE BAUDOIN, CHENG OUYANG AND XUEJING ZHANG

Abstract. In this work we study rough differential equations driven by a fractional
Brownian motion with Hurst parameter H > 1

4
and establish Varadhan’s small time

estimates for the density of solutions of such equations. under Hörmander’s type condi-
tions
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1. Introduction

Let B = (B1, ..., Bd) be a d-dimensional fractional Brownian motion with Hurst pa-
rameter H > 1

4
, that is, B is a R

d-valued centered Gaussian process with covariance

E(Bi
tB

j
s) =

1

2
(t2H + s2H − |t− s|2H)δij.

A straightforward application of the Kolmogorov continuity theorem shows that the Hurst
parameter H controls the path regularity of B: the sample paths of B are almost surely
locally γ-Hölder continuous for all γ < H . When H = 1

2
, B is a standard Brownian

motion.
We are interested here in the following family of stochastic differential equations driven

by B:

Xε
t = x+ ε

d
∑

i=1

∫ t

0

Vi(X
ε
s )dB

i
s, ε ∈ (0, 1), (1)

where V1, . . . , Vd are C∞-bounded vector fields on R
n. When H > 1

2
, the above equation is

understood in the sense of Young’s integration. In that case, existence and uniqueness of
1

http://arxiv.org/abs/1304.7376v1


2 F. BAUDOIN, C. OUYANG, AND X. ZHANG

solutions are well-established, for instance, in [23] and [25]. When 1
4
< H ≤ 1

2
, equation

(1) is interpreted in the framework of rough path theory (see [10, 20]). Existence and
uniqueness of solutions in this case can be found, for example, in [20]. In particular,
when H = 1

2
, this notion of solution coincides with the solution of the corresponding

Stratonovitch stochastic differential equation.
Once equation (1) is properly interpreted and solved with a unique solution, a natural

question to address and most relevant to our purpose is the existence of a (smooth) density
function of the random variableXε

t . In the regular caseH > 1
2
, the authors proved (see [1])

that under the classical Hörmander’s condition on the vector fields, the law of Xε
t admits

a smooth density with respect to the Lebesgue measure. The existence and smoothness
of density function is more involved in the rough case. Still under Hörmander condition,
the existence of a density function for 1

4
< H < 1

2
is due to [7]. The smoothness of this

density is proved in [12] for H > 1
3
, conditioned on the integrability of the Jacobian of the

system which is established later in [9]. Finally, smoothness of the density for all H > 1
4

is proved in [8].

With the existence of the density in hands, the next step is to study some of its basic
properties. Small time asymptotics in the regular case H > 1/2 have been studied in
[2]. Gaussian or sub-Gaussian upper bounds have been established in [3] and [4]. The
positivity of the density is proved in [4]. In this work, we are interested in Varadhan type
estimates for this density.

Throughout our discussion, we will assume some uniform hypoellipticity condition in-
spired by Kusuoka [17] (see Hypothesis 3.4 for details). The main problem we are in-
terested in is to establish a version of Varadhan’s estimates for the density of Xε

1 . More
precisely, introduce the following functions on R

n,

d2(y) = inf
Φ1(h)=y

1

2
‖h‖2

H
, and d2R(y) = inf

Φ1(h)=y,det γΦ1(h)
>0

1

2
‖h‖2

H
,

where Φ is obtained by solving the ordinary diferential equation driven by Cameron-
Martin paths:

Φt(h) = x+

d
∑

i=1

∫ t

0

Vi(Φs(h))dh
i
s.

Our main result is the following.

Theorem 1.1. Let us denote by pε(y) the density of Xε
1. Then

lim inf
ε↓0

ε2 log pε(y) ≥ −d2R(y),

and

lim sup
ε↓0

ε2 log pε(y) ≤ −d2(y).

Moreover, if infΦ1(h)=y,det γΦ1(y)
>0 det γΦ1(h) > 0, then

lim
ε↓0

ε2 log pε(y) = −d2R(y).
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In the classical case when B is a standard Brownian motion, these results were studied
by numerous authors, including Léandre [18], Ben Arous and Léandre [6] and Léandre and
Russo [19]. Our result is obviously an extension of the classical result to the fractional
Brownian motion case, in which many recent developments in rough paths theory are
employed. In particular, we would like to mention the recent breakthrough [9] in the
integrality of the Jacobian of equation (1). This result leads to the integrability of the
Malliavin derivative DXε

1 and inverse Malliavin matrix γXε
1

of Xε
1 . One of the main

technical difficulties of this work is to show that under the uniform hypoelliptic condition,
for any fixed r > 0

‖γ−1
Xε

1
‖r ≤ crε

−2l, ε ∈ (0, 1],

for some constant cr depending on r and constant l depending on the structure of vector
fields Vi’s which is given in Hypothesis 3.4.

Finally, let us mention that some small-time asysmptotics of density function results
have already been studied in the smooth case H > 1

2
for elliptic systems in [2] and [15].

These results clearly imply the Varadhan’s asymptotics stated in Theorem 1.1. In the
rough case 1

4
< H < 1

2
, the Laplace approximation is obtain by Inahama [14], which is

along the same line of research as the current paper.
The paper is organized as follows. In section 2, we give the necessary background on

rough path and Malliavin calculus that will be needed throughout the paper. We state
and prove our main result in Section 3.

2. Preliminary material

For some fixed H > 1
4
, we consider (Ω,F ,P) the canonical probability space associated

with the fractional Brownian motion (in short fBm) with Hurst parameter H . That is,
Ω = C0([0, 1]) is the Banach space of continuous functions vanishing at 0 equipped with
the supremum norm, F is the Borel sigma-algebra and P is the unique probability measure
on Ω such that the canonical process B = {Bt = (B1

t , . . . , B
d
t ), t ∈ [0, 1]} is a fractional

Brownian motion with Hurst parameter H . In this context, let us recall that B is a
d-dimensional centered Gaussian process, whose covariance structure is induced by

R (t, s) := E
[

Bj
s B

j
t

]

=
1

2

(

s2H + t2H − |t− s|2H
)

, s, t ∈ [0, 1] and j = 1, . . . , d. (2)

In particular it can be shown, by a standard application of Kolmogorov’s criterion, that
B admits a continuous version whose paths are γ-Hölder continuous for any γ < H .

2.1. Rough path. For N ∈ N, recall that the truncated algebra TN(Rd) is defined by

TN(Rd) =

N
⊕

m=0

(Rd)⊗m,

with the convention (Rd)⊗0 = R. The set TN(Rd) is equipped with a straightforward
vector space structure, plus an operation ⊗ defined by

πm(g ⊗ h) =
N
∑

k=0

πm−k(g)⊗ πk(h), g, h ∈ TN(Rd),
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where πm designates the projection on the mth tensor level. Then (TN(Rd),+,⊗) is an
associative algebra with unit element 1 ∈ (Rd)⊗0.

For s < t and m ≥ 2, consider the simplex ∆m
st = {(u1, . . . , um) ∈ [s, t]m; u1 < · · · <

um}, while the simplices over [0, 1] will be denoted by ∆m. A continuous map x : ∆2 →
TN(Rd) is called a multiplicative functional if for s < u < t one has xs,t = xs,u ⊗ xu,t. An
important example arises from considering paths x with finite variation: for 0 < s < t we
set

x
m
s,t =

∑

1≤i1,...,im≤d

(
∫

∆m
st

dxi1 · · · dxim
)

ei1 ⊗ · · · ⊗ eim , (3)

where {e1, . . . , ed} denotes the canonical basis of Rd, and then define the truncated sig-
nature of x as

SN(x) : ∆
2 → TN(Rd), (s, t) 7→ SN(x)s,t := 1 +

N
∑

m=1

x
m
s,t.

The function SN(x) for a smooth function x will be our typical example of multiplicative
functional. Let us stress the fact that those elements take values in the strict subset
GN(Rd) ⊂ TN(Rd) given by the group-like elements

GN(Rd) = exp⊕
(

LN (Rd)
)

,

where LN (Rd) is the linear span of all elements that can be written as a commutator of
the type a⊗ b− b⊗ a for two elements in TN(Rd). This set is called free nilpotent group
of step N , and is equipped with the classical Carnot-Caratheodory norm which we simply
denote by | · |. For a path x ∈ C([0, 1], GN(Rd)), the p-variation norm of x is defined to be

‖x‖p−var;[0,1] = sup
Π⊂[0,1]

(

∑

i

|x−1
ti

⊗ xti+1
|p

)1/p

where the supremum is taken over all subdivisions Π of [0, 1].

With these notions in hand, let us briefly define what we mean by geometric rough path
(we refer to [10, 20] for a complete overview): for p ≥ 1, an element x : [0, 1] → G⌊p⌋(Rd)
is said to be a geometric rough path if it is the p-var limit of a sequence S⌊p⌋(x

m) of lifts
of smooth functions xm. In particular, it is an element of the space

Cp−var;[0,1]([0, 1], G⌊p⌋(Rd)) = {x ∈ C([0, 1], G⌊p⌋(Rd)) : ‖x‖p−var;[0,1] <∞}.

Let x be a geometric p-rough path with its approximating sequence xm, that is, xm is a
sequence of smooth functions such that xm = S⌊p⌋(x

m) converges to x in the p-var norm.
Fix any 1 ≤ q ≤ p so that p−1 + q−1 > 1 and pick any h ∈ Cq−var([0, 1],Rd). One can
define the translation of x by h, denoted by Th(x) by

Th(x) = lim
n→∞

S⌊p⌋(x
m + h).

It can be shown that Th(x) is an element in Cp−var([0, 1], G⌊p⌋(Rd)). Moreover, one has
the following continuity property.

Lemma 2.1. For any 1 ≤ q ≤ p so that p−1+q−1 > 1, let (x, h) ∈ Cp−var([0, 1], G⌊p⌋(Rd))×
Cq−var([0, 1],Rd). Denoted by Th(x) ∈ Cp−var([0, 1], G⌊p⌋(Rd))the translation of x by h. We
have
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(1) There is some constant C depending only on p and q,

‖Th(x)‖p−var;[0,1] ≤ C(‖x‖p−var;[0,1] + ‖h‖q−var;[0,1]).

(2) The rough path translation (x, h) 7→ Th(x) as a map from

Cp−var([0, 1], G⌊p⌋(Rd))× Cq−var([0, 1],Rd) → Cp−var([0, 1], G⌊p⌋(Rd))

is uniformly continuous on bounded sets.

Remark 2.2. A typical situation of the above translation of x by h in the present paper is
when x = B, the fractional Brownian motion lifted as a rough path, and h is a Cameron-
Martin element of B. In this case, we simply denote Th(B) = B + h.

According to the considerations above, in order to prove that a lift of a d-dimensional
fBm as a geometric rough path exists it is sufficient to build enough iterated integrals
of B by a limiting procedure. Towards this aim, a lot of the information concerning B
is encoded in the rectangular increments of the covariance function R (defined by (2)),
which are given by

Rst
uv ≡ E

[

(B1
t − B1

s ) (B
1
v −B1

u)
]

.

We then call 2-dimensional ρ-variation of R the quantity

Vρ(R)
ρ ≡ sup







(

∑

i,j

∣

∣

∣
Rtjtj+1

sisi+1

∣

∣

∣

ρ
)1/ρ

; (si), (tj) ∈ Π







,

where Π stands again for the set of partitions of [0, 1]. The following result is now well
known for fractional Brownian motion:

Proposition 2.3. For a fractional Brownian motion with Hurst parameter H, we have
Vρ(R) <∞ for all ρ ≥ 1/(2H). Consequently, for H > 1/4 the process B admits a lift B
as a geometric rough path of order p for any p > 1/H.

Proof. The fact that Vρ(R) < ∞ for all ρ ≥ 1/(2H) is the content of [10, Proposition
15.5]. The implication on the rough path construction can also be found in [10, Chapter
15].

�

2.2. Malliavin Calculus. We introduce the basic framework of Malliavin calculus in this
subsection. The reader is invited to read the corresponding chapters in [21] for further
details. Let E be the space of Rd-valued step functions on [0, 1], and H the closure of E
for the scalar product:

〈(1[0,t1], · · · , 1[0,td]), (1[0,s1], · · · , 1[0,sd])〉H =
d
∑

i=1

R(ti, si).

We denote by K∗
H the isometry between H and L2([0, 1]). When H > 1

2
it can be shown

that L1/H([0, 1],Rd) ⊂ H, and when 1
4
< H < 1

2
one has

Cγ ⊂ H ⊂ L2([0, 1])

for all γ > 1
2
−H .
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We remark that H is the reproducing kernel Hilbert space for B. Let H be the
Cameron-Martin space of B, one proves that the operator R := RH : H → H given by

Rψ :=

∫ ·

0

KH(·, s)[K
∗
Hψ](s) ds (4)

defines an isometry between H and H . Let us now quote from [10, Chapter 15] a result
relating the 2-d regularity of R and the regularity of H .

Proposition 2.4. Let B be a fBm with Hurst parameter 1
4
< H < 1

2
. Then one has

H ⊂ Cρ−var for ρ > (H + 1/2)−1. Furthermore, the following quantitative bound holds:

‖h‖H ≥
‖h‖ρ−var

(Vρ(R))1/2
.

Remark 2.5. The above proposition shows that for fBm we have H ⊂ Cρ−var for ρ >
(H +1/2)−1. Hence an integral of the form

∫

h dB can be interpreted in the Young sense
by means of p-variation techniques.

A F -measurable real valued random variable F is then said to be cylindrical if it can
be written, for a given n ≥ 1, as

F = f
(

B(φ1), . . . , B(φn)
)

= f
(

∫ 1

0

〈φ1
s, dBs〉, . . . ,

∫ 1

0

〈φn
s , dBs〉

)

,

where φi ∈ H and f : Rn → R is a C∞ bounded function with bounded derivatives. The
set of cylindrical random variables is denoted S.

The Malliavin derivative is defined as follows: for F ∈ S, the derivative of F is the R
d

valued stochastic process (DtF )0≤t≤1 given by

DtF =

n
∑

i=1

φi(t)
∂f

∂xi

(

B(φ1), . . . , B(φn)
)

.

More generally, we can introduce iterated derivatives. If F ∈ S, we set

D
k
t1,...,tk

F = Dt1 . . .DtkF.

For any p ≥ 1, it can be checked that the operator Dk is closable from S into L
p(Ω;H⊗k).

We denote by D
k,p the closure of the class of cylindrical random variables with respect to

the norm

‖F‖k,p =

(

E (F p) +

k
∑

j=1

E
(∥

∥D
jF
∥

∥

p

H⊗j

)

)
1
p

,

and
D

∞ =
⋂

p≥1

⋂

k≥1

D
k,p.

Definition 2.6. Let F = (F 1, . . . , F n) be a random vector whose components are in D
∞.

Define the Malliavin matrix of F by

γF = (〈DF i,DF j〉H)1≤i,j≤n.

Then F is called non-degenerate if γF is invertible a.s. and

(det γF )
−1 ∈ ∩p≥1L

p(Ω).
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It is a classical result that the law of a non-degenerate random vector F = (F 1, . . . , F n)
admits a smooth density with respect to the Lebesgue measure on R

n. Furthermore, the
following integration by parts formula allows to get more quantitative estimates:

Proposition 2.7. Let F = (F 1, ..., F n) be a non-degenerate random vector whose com-
ponents are in D

∞, and γF the Malliavin matrix of F . Let G ∈ D
∞ and ϕ be a function

in the space C∞
p (Rn). Then for any multi-index α ∈ {1, 2, ..., n}k, k ≥ 1, there exists an

element Hα ∈ D
∞ such that

E[∂αϕ(F )G] = E[ϕ(F )Hα].

Moreover, the elements Hα are recursively given by

H(i) =

d
∑

j=1

δ
(

G(γ−1
F )ijDF j

)

Hα = H(αk)(H(α1,...,αk−1)),

and for 1 ≤ p < q <∞ we have

‖Hα‖Lp ≤ Cp,q‖γ
−1
F DF‖kk,2k−1r‖G‖k,q,

where 1
p
= 1

q
+ 1

r
.

Remark 2.8. By the estimates for Hα above, one can conclude that there exist constants
β, γ > 1 and integers m, r such that

‖Hα‖Lp ≤ Cp,q‖ det γ
−1
F ‖mLβ‖DF‖

r
k,γ‖G‖k,q.

Remark 2.9. In what follows, we use Hα(F,G) to emphasize its dependence on F and G.

2.3. Differential equations driven by fractional Brownian motions. Let B be a
d-dimensional fractional Brownian motion with Hurst parameter H > 1

4
. Fix a small

parameter ε ∈ (0, 1], and consider the solution Xε
t to the stochastic differential equation

Xε
t = x+ ε

d
∑

i=1

∫ t

0

Vi(X
ε
s )dB

i
s, (5)

where the vector fields V1, . . . , Vd are C∞-bounded vector fields on R
n.

Proposition 2.3 ensures the existence of a lift of B as a geometrical rough path. The
general rough paths theory (see e.g. [10, 11]) allows thus to state the following proposition:

Proposition 2.10. Consider equation (5) driven by a d-dimensional fBm B with Hurst
parameter H > 1

4
, and assume that the vector fields Vis are C∞-bounded. Then

(i) For each ε ∈ (0, 1], equation (5) admits a unique finite p-var continuous solution Xε

in the rough paths sense, for any p > 1
H

.

(ii) For any λ > 0 and δ < 1
p

we have

E

[

exp λ

(

sup
t∈[0,1],ǫ∈(0,1]

|Xε
t |

δ

)]

<∞. (6)
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Once equation (5) is solved, the vector Xε
t is a typical example of random variable which

can be differentiated in the Malliavin sense. We shall express this Malliavin derivative in
terms of the Jacobian J

ε of the equation, which is defined by the relation

J
ε,ij
t = ∂xj

Xε,i
t .

Setting DVj for the Jacobian of Vj seen as a function from R
n to R

n, let us recall that Jε

is the unique solution to the linear equation

J
ε
t = Idn + ε

d
∑

j=1

∫ t

0

DVj(X
ε
s )J

ε
s dB

j
s , (7)

and that the following results hold true (see [7] and [24] for further details):

Proposition 2.11. Let Xε be the solution to equation (5) and suppose the Vi’s are C∞-

bounded. Then for every i = 1, . . . , n, t > 0, and x ∈ R
n, we have Xε,i

t ∈ D
∞ and

D
j
sX

ε
t = J

ε
stVj(X

ε
s ), j = 1, . . . , d, 0 ≤ s ≤ t,

where D
j
sX

ε,i
t is the j-th component of DsX

ε,i
t , Jε

t = ∂xX
ε
t and J

ε
st = J

ε
t (J

ε
s)

−1.

Let us now quote the recent result [9], which gives a useful estimate for moments of the
Jacobian of rough differential equations driven by Gaussian processes.

Proposition 2.12. Consider a fractional Brownian motion B with Hurst parameter H >
1
4

and p > 1
H

. Then for any η ≥ 1, there exists a finite constant cη such that the Jacobian
J
ε defined at Proposition 2.11 satisfies:

E

[

sup
ε∈[0,1]

‖Jε‖ηp−var;[0,1]

]

= cη. (8)

In the sequel, we also need the following restatement of [12, Proposition 4.4].

Proposition 2.13. Fix k ∈ N and let {h1, . . . , hk} be any family of elements in H . Then
the directional derivative Dh1 . . .Dhk

Xε
t exists for any t ∈ [0, 1] . Moreover, there exists a

collection of finite indexing sets
{

K(i1,...,ik) : (i1, . . . , ik) ∈ {1, . . . , d}k
}

,

such that for every j ∈ {1, .., n} we have

Dh1 . . .Dhk
Xε,j

t (9)

=

d
∑

i1,...,ik=1

∑

m∈K(i1,...,ik)

∫

0<t1<···<tk<t

f ε,m
1 (t1) . . . f

ε,m
k (tm) f

ε,m
k+1 (t) dh

i1
1 (t1) . . . dh

ik
k (tk),

for some functions f ε,m
ℓ which are in Cp−var ([0, 1] ,R) for every p > 1

H
, ℓ and m, i.e.

∪(i1,...,ik)∈{1,...,d}
k ∪m∈K(i1,...,ik)

{f ε,m
ℓ : ℓ = 1, .., k + 1} ⊂ Cp−var ([0, 1] ,R) .

Furthermore, there exist constants C > 0 and α ≥ 1, which depend only on m such that
for all t ∈ (0, 1]

‖f ε,m
ℓ ‖p−var;[0,t] ≤ C ‖Mε‖αp−var;[0,t] , (10)



VARADHAN ESTIMATES FOR RDES DRIVEN BY FBMS 9

for every ℓ = 1, . . . , k + 1, every m ∈ K(i1,...,ik) and every (i1, . . . , ik) ∈ {1, . . . , d}k, where
we have set Mε = (Xε,Jε, (Jε)−1).

Remark 2.14. The f ε,m
l ’s in the above proposition are constructed recursively from ∂kxV (X

ε
s ),

J
ε
s, (J

ε
s)

−1 and multiplications of them through iterated integrals with respect to Bs. By
the discussion in [10, Chapter 11], components of ∂kxV (Xε

s ),J
ε
s and (Jε

s)
−1 are smooth with

respect to ε in Cp−var([0, 1],R). Moreover, derivatives of ∂kxV (X
ε
s ),J

ε
s and (Jε

s)
−1 (with

respect to ε) satisfy linear equations similar to (7) and by the same technique used in
proving Proposition 2.12, one can show that the derivatives are in Lr(P) for all r ≥ 1 and
uniform in ε ∈ (0, 1]. Hence f ε,m

l is differentiable with respect to ε in Cp−var([0, 1],R).
Moreover for all r ≥ 1, one has

E sup
ε∈(0,1]

∥

∥

∥

∥

df ε,m
l

dε

∥

∥

∥

∥

r

p−var;[0,1]

<∞

for all l and m.

Let Φ : H → C([0, 1],Rn) be given by solving the ordinary diferential equation

Φt(h) = x+

d
∑

i=1

∫ t

0

Vi(Φs(h))dh
i
s. (11)

Following Proposition 2.4, Proposition 2.13 and Remark 2.14, we have

Proposition 2.15. For each h ∈ H , one has

lim
ε↓0

1

ε
(Φ1(εB + h)− Φ1(h)) = Z(h), (12)

in the topology of D∞.

Proof. We need to show that the convergence stated in the proposition takes place in
‖ · ‖k,r for any k ≥ 0 and r ≥ 1. First note that Y ε

t := Φt(εB + h) satisfies equation

Y ε
t = x+

d
∑

i=1

∫ t

0

Vi(Y
ε
s )d(εB

i
s + hi). (13)

When H > 1
2
, note that for any integer k ≥ 0 and fixed s1, ..., sk, D

k
s1,...,sk

Y ε
t satisfies an

linear equation. By the discussion in [10, Chapter 11], Dk
s1,...,sk

Y ε
t is differentiable with

respect to ε as a random vector. The fact that Dk
s1,...,sk

Y ε
t is also differentiable with respect

to the norm E‖ · ‖H⊗k follows from the fact that ‖ · ‖H⊗k is controlled by the sup-norm
and the integrability of the system.

Next, we focus on the case H < 1
2
, and divide the proof into three steps.

Step 1: When k = 0. It is known that Y ε is smooth (path-wise) with respect to ε in the
topology of Cp−var([0, 1],Rn) (cf. [10, Chapter 11]). To see that the convergence in (12)
also take place in Lr(P), one only needs to note that

Y ε
1 − Y 0

1

ε
=

1

ε

∫ ε

0

dY θ
1

dθ
dθ

where the above is considered to be an equation in Cp−var([0, 1];Rn). Since dY θ
1 /dθ satisfies

a linear equation, ‖dY θ
1 /dθ‖p−var;[0,1] is uniformly integrable with respect to θ ∈ [0, 1] in
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Lr(P) for all r ≥ 1. Hence one can conclude that |(Y ε
1 − Y 0

1 )/ε| is uniformly integrable in
Lr(P). The claimed convergence follows for the case k = 0.

Step 2: When k = 1. Denote by Jε
t =

∂Y ε
t

∂x
, the Jacobean of Y ε

t . We have for any h1 ∈ H

Dh1Y
ε
1 = ε

∫ 1

0

Jε
1(J

ε
s )

−1Vi(Y
ε
s )dh

i
1(s).

Let f ε,1
s = εJε

1(J
ε
s )

−1Vi(Y
ε
s ), the integrand in the above integral. It can be shown that f ε,1

t

is smooth with respect to ε in Cp−var([0, 1];Rn). In particular, we have
∣

∣

∣

∣

Dh1Y
ε
1 −Dh1Y

0
1

ε
−
dDh1Y

ε
1

dε

∣

∣

ε=0

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ 1

0

f ε,1
s − f 0,1

s

ε
−
df ε,1

s

dε

∣

∣

ε=0
dhi1(s)

∣

∣

∣

∣

≤C

(

∣

∣

∣

∣

f ε,1
0 − f 0,1

0

ε
−
df ε,1

0

dε

∣

∣

ε=0

∣

∣

∣

∣

+

∥

∥

∥

∥

f ε,1
s − f 0,1

s

ε
−
df ε,1

s

dε

∣

∣

ε=0

∥

∥

∥

∥

p−var;[0,1]

)

‖h1‖q−var;[0,1]

≤C

(

∣

∣

∣

∣

f ε,1
0 − f 0,1

0

ε
−
df ε,1

0

dε

∣

∣

ε=0

∣

∣

∣

∣

+

∥

∥

∥

∥

f ε,1
s − f 0,1

s

ε
−
df ε,1

s

dε

∣

∣

ε=0

∥

∥

∥

∥

p−var;[0,1]

)

‖h1‖H −→ 0 as ε ↓ 0.

This implies that the convergence
∣

∣

∣

∣

Dh1Y
ε
1 −Dh1Y

0
1

ε
−
dDh1Y

ε
1

dε

∣

∣

ε=0

∣

∣

∣

∣

→ 0 as ε ↓ 0,

is uniform in h1 ∈ H . Hence

DY ε
1 −DY 0

1

ε
→

dDY ε
1

dε

∣

∣

ε=0

in H almost surely. The fact that the convergence is also in ‖·‖1,r follows from the uniform

Lr(P) integrability of
∥

∥

∥

DY ε
1 −DY 0

1

ε
−

dDY ε
1

dε
|ε=0

∥

∥

∥

H
in ε.

Step 3: Now we proof for general k ≥ 1. Note that for h1, . . . , hk ∈ H , the directional
derivative Dh1 . . .Dhk

Y ε
t exists for any t ∈ [0, 1] . Moreover, by Proposition 2.13 (with a

slight modification) there exists a collection of finite indexing sets
{

K(i1,...,ik) : (i1, . . . , ik) ∈ {1, . . . , d}k
}

,

such that for every j ∈ {1, .., n} we have

Dh1 . . .Dhk
Y ε,j
1 (14)

=
d
∑

i1,...,ik=1

∑

m∈K(i1,...,ik)

∫

0<t1<···<tk<1

f ε,m
1 (t1) . . . f

ε,m
k (tk) f

ε,m
k+1 (1) dh

i1
1 (t1) . . . dh

ik
k (tk),

for some functions f ε,m
ℓ which are in Cp−var ([0, 1] ,R) for every ℓ and m. By Remark

2.14 each f ε,m
l is smooth with respect to ε in Cp−var([0, 1];R) with uniform integrable

derivatives. Now by a similar argument to that in Step 2 the proof is completed. �



VARADHAN ESTIMATES FOR RDES DRIVEN BY FBMS 11

Finally, we close the discussion of this section by the following large deviation principle
that will be needed later.

Theorem 2.16. Let Φ be given in (11), which is a differentiable mapping from H to
C([0, 1],Rn). Denote by γΦ1(h) the deterministic Malliavin matrix of Φ1(h), i.e., γijΦ1(h)

=

〈DΦi
1(h),DΦj

1(h)〉H, and introduce the following functions on R
n and R

n×R, respectively

I(y) = inf
Φ1(h)=y

1

2
‖h‖2

H
, and IR(y, a) = inf

Φ1(h)=y,γΦ1(h)
=a

1

2
‖h‖2

H
.

Recall that Xε
1 is the solution to equation (5) and γXε

1
is the Malliavin matrix of Xε

1. Then
(1) Xε

1 satisfies a large deviation principle with rate function I(y).
(2)The couple (Xε

1 , γXε
1
) satisfies a large deviation principle with rate function IR(y, a).

Proof. Fix any p > 1
H

. It is known (see [10]) that B as a G⌊p⌋(Rd)-valued rough path
satisfies a large deviation principle in p-variation topology with good rate function given
by

J(h) =

{

1
2
‖h‖2

H
if h ∈ H

+∞ otherwise.

It is clear Φ1(·) : G
⌊p⌋(Rd) → R

n is continues.
Moreover, by a similar argument as in Proposition 2.15, one have for all H > 1

4

D·Φ1(·) : G
⌊p⌋(Rd) → H

is continues. Hence γΦ1(·) : G
⌊p⌋(Rd) → R is continues for all H > 1

4
.

Now note that Xε
1 = Φ1(εB) and (Xε

1 , γXε
1
) = (Φ(εB), γΦ1(εB)), the claimed result

follows from the contraction principle. �

3. Varadhan Estimates

Recall that we are interested in a family of stochastic differential equations driven by
fractional Brownian motions B (with Hurst parameter H > 1

4
) of the following form

Xε
t = x+ ε

d
∑

i=1

∫ t

0

Vi(X
ε
s )dB

i
s.

We have defined the map Φ : H → C[0, 1] by solving the ordinary deferential equation

Φt(h) = x+

d
∑

i=1

∫ t

0

Vi(Φs(h))dh
i
s.

Clearly, we have Xε
t = Φt(εB). Introduce the following functions on R

n, which depends
on Φ

d2(y) = I(y) = inf
Φ1(h)=y

1

2
‖h‖2H , and d2R(y) = inf

Φ1(h)=y,det γΦ1(h)
>0

1

2
‖h‖2H .

Assume Hypothesis 3.2 or Hypothesis 3.4 below, our main result is the following.
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Theorem 3.1. Let us denote by pε(y) the density of Xε
1. Then

lim inf
ε↓0

ε2 log pε(y) ≥ −d2R(y), (15)

and

lim sup
ε↓0

ε2 log pε(y) ≤ −d2(y). (16)

Moreover, if infΦ1(h)=y,det γΦ1(y)
>0 det γΦ1(h) > 0, then

lim
ε↓0

ε2 log pε(y) = −d2R(y). (17)

A key ingredient in proving Theorem 3.1 is an estimate for the Malliavin derivative
DXε

1 and Malliavin matrix γXε
1

of Xε
1 . Since it is more involved when the vector fields

Vi’s form a hypoelliptic system, we divide the estimates of theses two quantities into two
parts: (1) when Vi’s are uniformly elliptic and (2) Vi’s are uniformly hypoelliptic (see
Hypothesis 3.4).

3.1. Elliptic Case. Throughout our discussion in this subsection, we assume that V1, ..., Vd
form a uniformly elliptic system.

Hypothesis 3.2. The vector fields V1, . . . , Vd of equation (5) is uniformly elliptic, that is

v∗V (x)V ∗(x)v ≥ λ|v|2, for all v, x ∈ R
n, (18)

where we have set V = (V i
j )i=1,...,n;j=1,...d and where λ designates a positive constant.

Our main technical result in this subsection is the following.

Lemma 3.3. Assume Hypothesis 3.2. For H > 1
4
, we have

(1) supε∈(0,1] ‖X
ε
1‖k,r <∞ for each k ≥ 1 and r ≥ 1.

(2) ‖γ−1
Xε

1
‖r ≤ crε

−2 for any r ≥ 1.

Proof. We follow the idea in [4]. First recall that the Malliavin derivative D
i
tX

ε
1 can be

expressed as

D
i
tX

ε
1 = εJε

1(J
ε
t)

−1Vi(X
ε
t ),

where J
ε is the Jacobian process defined by J

ε
t =

∂Xε
t

∂x
. We divide the proof into two cases:

H > 1
2

and 1
4
< H < 1

2
.

When H > 1
2
, it is clear that (see [13], for example)

sup
ε∈(0,1]

‖Xε
1‖k,r <∞

for each k ≥ 1 and r ≥ 1.
In the following we prove the desired bounds for the Malliavin matrix. Let

Γε =

∫ 1

0

∫ 1

0

(Jε
v)

−1V (Xε
v)V (Xε

u)
∗((Jε

u)
∗)−1|u− v|2H−2dudv.

Our bound for the Malliavin matrix γXε
1

is now reduced to prove that

y∗Γεy ≥Mε |y|
2, for y ∈ R

n, (19)
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for a given random variable Mε whose inverse admits moments of any order uniformly in
ε ∈ [0, 1]. To this aim, notice first that

y∗Γεy =

∫ 1

0

∫ 1

0

〈fu, fv〉Rd |u− v|2H−2 dudv, with fu ≡ V (Xε
u)

∗((Jε
u)

−1)∗y.

Furthermore, thanks to the interpolation inequality of [1, Lemma 4.4] applied to γ > H−1
2
,

we have

∫ 1

0

∫ 1

0

〈fu, fv〉|u− v|2H−2dudv ≥ C

(

∫ 1

0
vγ(1− v)γ|fv|

2dv
)2

‖f‖2γ
, (20)

where ‖f‖γ is the γ-Hölder norm of f on the interval [0, 1]. As a consequence, since the
ellipticity condition |V (x)y|2 ≥ λ|y|2 holds true, it is readily checked that

|fv|
2 ≥ λ |(Jε

v)
−1y|2 ≥ λ ‖Jε

v‖
−2|y|2, and ‖f‖γ ≤ c (1 + ‖Xε‖γ)(1 + ‖J−1‖γ)|y|. (21)

Plugging these relations into (20) we deduce that for every y ∈ R
n,

y∗Γ−1
ε y ≤ c (1 + ‖Xε‖γ)

2(1 + ‖(Jε)−1‖γ)
2‖Jε‖4γ |y|

2,

from which the desired result follows easily.
Next, we prove for the case 1

4
< H < 1

2
. We first prove claim (1) for the Malliavin

derivatives. Thanks to Proposition 2.13 and Proposition 2.4 we have, for q > (H + 1
2
)−1

and h1, . . . , hk ∈ H :

|Dh1 . . .Dhk
Xε

1 |

≤ c1‖f
ε
k+1‖∞(1 + ‖f ε

1‖p−var;[0,t] . . . ‖f
ε
m‖p−var;[0,t])‖h1‖q−var;[0,t] . . . ‖hk‖q−var;[0,t]

≤ c2(1 + ‖Mε‖αkp−var;[0,t])‖h1‖q−var;[0,t] . . . ‖hk‖q−var;[0,t]

≤ c3(1 + ‖Mε‖αkp−var;[0,t])‖h1‖H . . . ‖hk‖H .

Hence for any r ≥ 1,

E‖DkXε
1‖

r
H⊗k ≤ c

(

1 + E‖Mε‖αkrp−var;[0,t]

)

<∞.

Next we prove the estimate for γXε
1
. Let Mε,ij

s = 〈DsX
ε,i
1 ,DsX

ε,j
1 〉. We can deduce

that for any v ∈ R
n,

v∗γXε
1
v =

d
∑

i=1

‖v∗Di
·X

ε
1‖H ≥ cH

∫ 1

0

|v∗Di
sX

ε
1 |

2ds = cH

∫ 1

0

v∗Mε
svds.

In the above, the inequality is obtained by the fact that H ⊂ L2[0, 1]. Hence

(v∗γXε
1
v)−1 ≤

1

cH

∫ 1

0

(v∗Mε
sv)

−1ds. (22)

Let us now derive a suitable bound for Mε: recall that the Malliavin derivative D
i
tX

ε
1

can be expressed as D
i
tX

ε
1 = εJε

1(J
ε
t )

−1Vi(X
ε
t ), where J

ε is the Jacobian process defined

by J
ε
t =

∂Xε
t

∂x
. We have

Mε,ij
s = 〈DsX

ε,i
1 ,DsX

ε,j
1 〉 = ε2〈(Jε

1(J
ε
s)

−1V (Xε
t ))

i, (Jε
1(J

ε
s)

−1V (Xε
t ))

j〉.
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Hence by the uniform integrability of Jε and (Jε)−1 in ε ∈ [0, 1], and the uniform ellipticity
of the vector fields Vi’s, we easily bound

E

[

sup
ε∈(0,1]

sup
s∈[0,1]

(

λεs
ε2

)−r
]

≤ cr

for any r ≥ 1, where λεs is the smallest eigenvalue of Mε
s. Hence (22) implies for any r ≥ 1

sup
|v|=1

P

{

v∗γXε
1
v

ε2
≤ δ

}

≤ sup
|v|=1

P

{

ε2

cH

∫ 1

0

(v∗Mε
sv)

−1ds ≥ δ−1

}

≤ P

{

sup
s∈[0,1]

(

cH
λεs
ε2

)−1

≥ δ−1

}

≤ cr,H δ
r.

Now we can conclude, by [21, Lemma 2.3], that ‖γ−1
Xε

1
‖r ≤ cr ε

−2. This yields the claimed

result.
�

3.2. Hypoelliptic case. In this subsection, we extend the results in the above under a
weaker assumption on the vector fields V1, · · · , Vd. We first introduce some notations. Let
A = {∅}∪

⋃∞
k=1{1, 2, · · · , n}

k and A1 = A \ {∅}. We say that I ∈ A is a word of length k
if I = (i1, · · · , ik) and we write |I| = k. If I = ∅, then we denote |I| = 0. For any integer
l ≥ 1, we denote by A(l) the set {I ∈ A; |I| ≤ l} and by A1(l) the set {I ∈ A1; |I| ≤ l} .
We also define an operation ∗ on A by I ∗ J = (i1, · · · , ik, j1, · · · , jl) for I = (i1, · · · , ik)
and J = (j1, · · · , jl) in A. We define vector fields V[I] inductively by

V[j] = Vj , V[I∗j] = [V[I], Vj], j = 1, · · · , d

Now we introduce the following uniform hypoelliptic condition, which is in force through
out the rest of the section.

Hypothesis 3.4. (Uniform hypoelliptic condition) The vector fields V1, · · · , Vd are in
C∞

b (Rn) and they form a uniform hypoelliptic system in the sense that there exist an
integer l and a constant λ > 0 such that

∑

I∈A1(l)

〈V[I](x), u〉
2
Rn ≥ λ‖u‖2 (23)

holds for any x, u ∈ R
n

Remark 3.5. It is clear that Hypothesis 3.2 is a special case of the above Hypothesis 3.4.

The main result of this subsection is the following counterpart of Lemma 3.3 in the
hypoelliptic case.

Lemma 3.6. Assume Hypothesis 3.4. For H > 1
4
, we have

(1) supε∈(0,1] ‖X
ε
1‖k,r <∞ for each k ≥ 1 and r ≥ 1.

(2) ‖γ−1
Xε

1
‖r ≤ crε

−2l for any r ≥ 1.
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Remark 3.7. It is clear that following the same lines in the proof of Lemma 3.3, one has
the claimed estimate (1) in Theorem 3.6. Hence in what follows, we focus on establishing
(2) of Theorem 3.6.

Under the Hypothesis 3.4 above, for any I ∈ A1, we can find functions ωJ
I ∈ C∞

b (Rn,R)
such that:

V[I](x) =
∑

J∈A1(l)

ωJ
I (x)V[J ](x) (24)

holds for any x ∈ R
n

We consider a family of SDEs indexed by ǫ ∈ (0, 1]:

Xǫ
t = x+ ǫ

d
∑

i=1

∫ t

0

Vi(X
ǫ
t )dB

i
s = x+

d
∑

i=1

∫ t

0

V ǫ
i (X

ǫ
t )dB

i
s, (25)

where the rescaled vector fields V ǫ
i are defined as V ǫ

i (x) = ǫVi(x). More generally, for any
I ∈ A1(l), we denote V ǫ

[I](x) = ǫ|I|V[I](x). Note that for I ∈ A1(l),

V ǫ
[I](x) =ǫ

|I|VI(x)

=
∑

J∈A1(l)

ǫ|I|ωJ
I (x)VJ(x)

=
∑

J∈A1(l)

ǫ(|I|−|J |)ωJ
I (x)V

ǫ
[J ](x)

=
∑

J∈A1(l)

ωJ,ǫ
I (x)V ǫ

[J ](x)

where ωJ,ǫ
I (x) = ǫ(|I|−|J |)ωJ

I (x).

It is known that for any ǫ ∈ (0, 1] and any t > 0, the map x→ Xǫ
t : R

n → R
n is a flow

of C∞ diffeomorphisms (see [10]). We denote the Jacobian by

J
ε
t = ∂xX

ǫ
t .

As being mentioned earlier, Jε
t and (Jε

t)
−1 satisfies the following linear equations:

J
ε
t = Idd +

d
∑

j=1

∫ t

0

DV ǫ
j (X

ε
s )J

ε
s dB

j
s ,

and its inverse (J ǫ
t )

−1 satisfy the linear equation:

(Jε
t )

−1 = Idd −
d
∑

j=1

∫ t

0

(Jε
s)

−1DV ǫ
j (X

ε
s ) dB

j
s ,
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Let us introduce a linear system βJ,ǫ
I (t, x) that satisfies the following linear equations:















dβJ,ǫ
I (t, x) =

d
∑

i=1





∑

K∈A1(l)

−ωK,ǫ
I∗j (X

ǫ
t )β

J,ǫ
K (t, x)



 dBi
t,

βJ,ǫ
I (0, x) = δJI .

(26)

Lemma 3.8. Fix ǫ ∈ (0, 1]. For any I ∈ A1(l), we have:

(Jε
t )

−1(V ǫ
[I](X

ǫ
t )) =

∑

J∈A1(l)

βJ,ǫ
I (t, x)V ǫ

[J ](x)

Proof. To simpify the notation, let us denote

aǫI(t, x) = (Jε
t)

−1(V ǫ
[I](X

ǫ
t )),

and

bǫI(t, x) =
∑

J∈A1(l)

βJ,ǫ
I (t, x)V ǫ

[J ](x).

Clearly by definition, we have aǫI(0, x) = bǫI(0, x) = V ǫ
[I](x). Next, we show that aǫI(t, x)

and bǫ(t, x) satisfy the same differential equation. Indeed, by change of variable formula,
we have:

daǫI(t, x) =(Jε
t)

−1(V ǫ
[I](X

ǫ
t ))

=
d
∑

j=1

(−1)(Jε
t )

−1[V ǫ
[I], V

ǫ
j ](X

ǫ
t )(x)dB

j
t

=

d
∑

j=1

∑

J∈A1(l)

−ωJ,ǫ
I∗j(X

ǫ
t )(J

ε
t )

−1V ǫ
[J ](X

ǫ
t )dB

j
t

=
d
∑

j=1

∑

J∈A1(l)

−ωJ,ǫ
I∗j(X

ǫ
t )a

ǫ
J(t, x)dB

j
t .

On the other hand, by the definition of βJ,ǫ
I (t, x), we have:

dbǫI(t, x) =d(
∑

K∈A1(l)

βK,ǫ
I (t, x)V ǫ

[K](x))

=
∑

K∈A1(l)

dβK,ǫ
I (t, x)V ǫ

[K](x)

=
d
∑

j=1

∑

J∈A1(l)

−ωJ,ǫ
I∗j(X

ǫ
t )

∑

K∈A1(l)

βK,ǫ
J (t, x)V ǫ

[K](x)dB
j
t

=
d
∑

j=1

∑

J∈A1(l)

−ωJ,ǫ
I∗j(X

ǫ
t )b

ǫ
J (t, x)dB

j
t .

The result follows by the uniqueness of the differential equation. �
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Let us introduce the following notation: for any I, J ∈ A1(l), we define

M ǫ
I,J(t, x) = t−(|I|+|J |)H〈βǫ,I(·, x)1[0,t](·), β

ǫ,J(·, x)1[0,t](·)〉H.

In what follows, we will only consider the case t = 1 and write M ǫ
I,J(x) instead of

M ǫ
I,J(1, x). We cite the paper [5, Theorem 3.5] for the following result:

Proposition 3.9. For any p ∈ (1,∞),

sup
ǫ∈(0,1],x∈Rn

E(‖(M ǫ
I,J(x))I,J∈A1(l)‖

−p) <∞

Finally, we are able to prove (2) of Lemma 3.6.

Lemma 3.10. Fix ǫ ∈ (0, 1] and let γXǫ
1

be the Malliavin matrix of Xǫ
1, then γXǫ

1
is

invertible and there exists a random variable C ∈ L
p for p ≥ 2 such that

λmax(γ
−1
Xǫ

1
) ≤

C

ǫ2l
a.s.

Remark 3.11. It follows from the above lemma that for any r ≥ 1

‖γ−1
Xε

1
‖r ≤ crε

−2l, ε ∈ (0, 1),

for some constant cr depending on r.

Proof. First note that:

Di
tX

ǫ
1 =J

ε
1(J

ε
t)

−1V ǫ
i (X

ǫ)

=
∑

J∈A1(l)

βJ,ǫ
i (t, x)Jε

1V
ǫ
[J ](x)

and
γi,jXǫ

1
= 〈DtX

ǫ,i
1 , DtX

ǫ,j
1 〉H.

Hence we have the following expression for γXǫ
1
:

γXǫ
1
=

∑

I,J∈A1(l)

〈βI,ǫ(·, x), βJ,ǫ(·, x)〉HJ
ε
1V

ǫ
[I](x)V

ǫ
[J ](x)

∗(Jε
1)

∗

Now pick u ∈ R
n, we have:

u∗γXǫ
1
u =

∑

I,J∈A1(l)

〈βI,ǫ(·, x), βJ,ǫ(·, x)〉H〈V
ǫ
[I](x), (J

ε
1)

∗u〉Rn〈V ǫ
[J ](x), (J

ε
1)

∗u〉Rn

=
∑

I,J∈A1(l)

M ǫ
I,J(x)〈V

ǫ
[I](x), (J

ε
1)

∗u〉Rn〈V ǫ
[J ](x), (J

ε
1)

∗u〉Rn

≥λmin(M
ǫ
I,J(x))

∑

I∈A1(l)

〈V ǫ
[I](x), (J

ε
1)

∗u〉2
Rn

=λmin(M
ǫ
I,J(x))

∑

I∈A1(l)

ǫ2|I|〈V[I](x), (J
ε
1)

∗u〉2
Rn

≥ǫ2lλmin(M
ǫ
I,J(x))λ‖(J

ε
1)

∗u‖2

≥λǫ2lλmin(M
ǫ
I,J(x))λ

2
min(J

ε
1)‖u‖

2
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Now by choosing u the eigenvector that corresponds to λmin(γXǫ
1
), we obtain:

λmin(γXǫ
1
) ≥ λǫ2lλmin(M

ǫ
I,J(x))λ

2
min(J

ε
1)

Now by the uniform integrability of (Jε
1)

−1 in ǫ ∈ (0, 1], and proposition(3.9), we obtain:

λmax(γ
−1
Xǫ

1
) ≤ λ−1λmax((M

ǫ
I,J(X))−1)λ2max((J

ε
1)

−1)ǫ−2l

and it completes the proof. �

3.3. Proof of Theorem 3.1. Now we are in position to prove the main result of this
paper.

Proof of (15) Fix y ∈ R
n. We only need to show for d2R(y) <∞, since if d2R(y) = ∞ the

statement is trivial. Fix any η > 0 and let h ∈ H be such that Φ1(h) = y, detγΦ(h) > 0,
and ‖h‖2

H
≤ d2R(y) + η. Let f ∈ C∞

0 (Rn). By Cameron-Martin theorem for fractional
Brownian motions, we have

Ef(Xε
1) = e−

‖h‖2
H

2ε2 Ef(Φ1(εB + h))e
B(h)

ε .

Consider a function χ ∈ C∞(R), 0 ≤ χ ≤ 1, such that χ(t) = 0 if t 6∈ [−2η, 2η], and
χ(t) = 1 if t ∈ [−η, η]. Then, if f ≥ 0, we have

Ef(Xε
1) ≥ e−

‖h‖H +4η

2ε2 Eχ(εB(h))f(Φ1(εB + h)).

Hence, we obtain

ε2 log pε(y) ≥ −(
1

2
‖h‖2H + 2η) + ε2 logE

(

χ(εB(h))δy(Φ1(εB + h))
)

. (27)

On the other hand, we have

E
(

χ(εB(h))δy(Φ1(εB + h))
)

= ε−n
E

(

χ(εB(h))δ0

(

Φ1(εB + h)− Φ1(h)

ε

))

.

Note that

Z1(h) = lim
ε↓0

Φ1(εB + h)− Φ1(h)

ε
is a n-dimensional random vector in the first Wiener chaos with variance γΦ1(h) > 0.
Hence Z1(h) is non-degenerate and by Proposition 2.15, we obtain

lim
ε↓0

E

(

χ(εB(h))δ0

(

Φ1(εB + h)− Φ1(h)

ε

))

= Eδ0(Z1(h)).

Therefore,
lim
ε↓0

ε2 logE
(

χ(εB(h))δy(Φ1(εB + h))
)

= 0.

Letting ε ↓ 0 in (27) we obtain

lim inf
ε↓0

ε2 log pε(y) ≥ −(
1

2
‖h‖2H + 2η) ≥ −(d2R(y) + 3η).

Since η > 0 is arbitrary, this completes the proof. �

As a direct consequence of the above proof, we have the following lower bound for the
density function for small ε ∈ (0, 1).
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Corollary 3.12. Assume the same conditions as Theorem 3.1. Denote by pε(y) the
density of Xε

1 . Then for all small ε ∈ (0, 1) we have

pε(y) ≥
C

εn
e−

d2
R

(y)

2ε2 ,

for some constant C > 0.

Proof of (16). Fix a point y ∈ R
n and consider a function χ ∈ C∞

0 (Rn), 0 ≤ χ ≤ 1 such
that χ is equal to one in a neighborhood of y. The density of Xε

1 at point y is given by

pε(y) = Eχ(Xε
1)δy(X

ε
1).

By Proposition 2.7, we can write

Eχ(Xε
1)δy(X

ε
1) =E

(

1{Xε
1>y}H(1,2,...,n)(X

ε
1 , χ(X

ε
1))
)

≤E|H(1,2,...,n)(X
ε
1 , χ(X

ε
1))|

=E
(

|H(1,2,...,n)(X
ε
1 , χ(X

ε
1))|1{Xε

1∈suppχ}

)

≤P(Xε
1 ∈ suppχ)

1
q ‖H(1,..,n)(X

ε
1 , χ(X

ε
1))‖p,

where1
p
+ 1

q
= 1. By Remark 2.8 we know that

‖H(1,...,n)(X
ε
1 , χ(X

ε
1))‖p ≤ Cp,q‖γ

−1
Xε

1
‖mβ ‖DX

ε
1‖

r
k,γ‖χ(X

ε
1)‖k,q,

for some constants β, γ > 0 and integers k,m, r. Thus, by Lemma 3.3 we have

lim
ε↓0

ε2 log ‖H(1,...,n)(X
ε
1 , χ(X

ε
1))‖p = 0.

Finally by Theorem 2.16, the large deviation principle for Xε
1 ensures that for small ε

we have

P(Xε
1 ∈ suppχ)

1
q ≤ e

− 1
qε2

(infy∈suppχ d2(y))

which concludes the proof. �

Proof of (17). Fix a point y ∈ R
n and suppose that

γ := inf
Φ(h)=y,det γΦ(h)>0

det γΦ(h) > 0.

Let χ ∈ C∞
0 (Rn), 0 ≤ χ ≤ 1 be a function such that χ is equal to one in a neighborhood

of y, and g ∈ C∞(R), 0 ≤ g ≤ 1, such that g(u) = 1 if |u| < 1
4
γ, and g(u) = 0 if |u| > 1

2
γ.

Set Gε = g(det γXε
1
). As before, we have

Eχ(Xε
1)δy(X

ε
1) = EGεχ(X

ε
1)δy(X

ε
1) + E(1 −Gε)χ(X

ε
1)δy(X

ε
1) = I1 + I2.

In what follows, we estimate I1 and I2 respectively.

Estimate of I1: Let {φn, n ≥ 1} be an orthonormal basis for H. Let

BN =

N
∑

i=1

B(φn)φn

be the Karhunen-Loeve type approximation of B. Denote by B
N the lift of BN to

G⌊p⌋(Rd). It has been shown (cf. [10]) that BN converges to B in the rough path topology
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in Lr(P) for any r ≥ 1. Then by the continuity of the Itô’s map Φ, we see immediately

that Xε,N
1 = Φ(εBN) converges to Xε

1 = Φ(εB), as N approaches to infinity, in Lr(P)
for any r ≥ 1. Moreover, one can show that this convergence indeed takes place in D

∞,
which can be seen by a similar (but simpler) argument to the proof of Lemma 2.15.

Now we can claim that EGεχ(X
ε
1)δy(X

ε
1) = 0. Because, otherwise, based on the above

Karhunen-Loeve type approximation and by some standard argument, one can find an
element εh ∈ H such that Φ(εh) = y and 0 < det γΦ(εh) <

γ
2
, and this is in contradiction

with the definition of γ (see [22, Proposition 4.2.1] for more details).

Estimate of I2: Proceding as in the proof of (16) we obtain

E(1−Gε)χ(X
ε
1)δy(X

ε
1) =E(1{Xε

1>y}H(1,...,n)(X
ε
1 , (1−Gε)χ(X

ε
1)))

≤E|H(1,...,n)(X
ε
1 , (1−Gε)χ(X

ε
1))|

≤E
(

|H(1,...,n)(X
ε
1χ(X

ε
1))|1{Xε

1∈suppχ,det γXε
1
≥ 1

4
γ}

)

≤P

(

Xε
1 ∈ suppχ, det γXε

1
≥

1

4
γ

)
1
q

‖H(1,...,n)(X
ε
1 , χ(X

ε
1))‖p.

Finally, by Lemma 3.3 and large deviation principle stated in Theorem 2.16 for the
couple (Xε

1 , γXε
1
), we have for any q > 1

lim sup
ε↓0

ε2 log pε(y) ≤−
1

2q
inf

Φ(h)∈suppχ,det γΦ(h)≥ 1
4
γ
‖h‖2H

≤−
1

2q
inf

y∈suppχ
d2R(y).

The proof is completed. �
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